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Near-term quantum devices

• Noisy intermediate-scale quantum (NISQ) era


‣ A few  qubits without error correction


‣ A few  depths circuit evolution

𝒪(102 ∼ 103)

𝒪(101 ∼ 102)
Quantum 2, 79 (2018)

J. Preskill

Near-term aim: achieve useful quantum advantage on NISQ devices



Simulators for quantum computing

(1) To check the validity of the quantum algorithm assuming that the quantum computer has worked correctly. 

(2) To verify that the quantum computer is working properly

(3) To bridge the classical information and quantum information

Current quantum computing devices are noisy and have no error correction, so they must be evaluated against correct operation.

In order to explore the useful applications of quantum computers, it is necessary to check the results of quantum computers when they work properly.

For realization of scalable state preparation, hybrid tensor network [Xiao Yuan et al., Phys. Rev. Lett. 127, 040501 (2021)], etc.

Why we need the simulator of quantum computer?

State vector simulator Tensor network simulator

Limitation on number of qubits Limitation on entanglements

χ χ
virtual bond

PEPS

Can compute any quantum circuits Can compute quantum circuits with large qubits

MPS



Tensor network simulators

SC ’21, November 14–19, 2021, St. Louis, MO, USA Yong (Alexander) Liu et al.

A recent work [27] propose a parallel algorithm for the con-
traction of tensor networks using probabilistic graphical models.
Another recent work [12] present a tensor network states based
algorithm specifically designed to compute amplitudes for random
quantum circuits with arbitrary geometry.

The latest work [21] achieves a computational complexity that
is much lower than both the Google simulation in the “Quantum
Supremacy” statement [1] and the Alibaba work [14], by using a
subspace sampling technique instead of random sampling in the full
Hilbert space. Using 60 GPUs, the proposed method could already
compute exact amplitudes of 2 million correlated bitstrings in 5
days.

4.4 Summary
Fig. 2 shows a general picture about the development of all dif-
ferent classical simulation methods over the years. As the time
complexity is very implementation-specific, we put the space com-
plexity (corresponding to the total memory size) as a major metric
to demonstrate the evolution of different types of methods.

The state vector type of methods follow a strict pattern of an
𝑂 (2𝑛) space complexity for an 𝑛-qubit system, shown as the green
dotted line (examples such as [6, 13] sit exactly on the line). Various
techniques were proposed to divert slightly from the line, such as
the compression method in [33], the encoding method in [26], or
customization for a specific circuit in [18]. Even with the diversion
provided by different techniques, the steep slope would soon touch

the upperbound of Fugaku [7], the supercomputer with the largest
memory space on the current top500 list.

In contrast to the state vector type of methods, the tensor con-
traction methods can significantly reduce the required memory
space[14, 29, 30]. Especially the slicing method (discussed in more
details in Section 6.1) would reduce the required memory space
from PB to TB or even GB scale. As a result, most of recent efforts[5,
14, 21, 29, 30] use such a strategy to fit the tensor contraction com-
putation into a single node, and scale the performance in a highly-
efficient way by allocating different tensors to different computing
nodes.

Our simulation also takes the tensor-based approach. In con-
trast to the other tensor methods, we apply a heuristic method to
identify the most suitable slicing scheme, as well as the resulting
contraction order. By adopting such strategies on the new Sunway
supercomputer, we can simulate complex RQCs with 10×10 (with a
depth of (1+40+1)) or even 20× 20 qubits (with a depth of (1+16+1)).
As far as we know, this is the largest quantum circuit that gets
simulated on a classical supercomputer.

Compared with the Google Sycamore system [1], which declared
the “Quantum Supremacy” in 2019 with one million samples gener-
ated in 200 seconds with a fidelity of 0.2%, our simulator can provide
similar samples within seconds instead of years, thus capable of
providing real-time simulation for current quantum systems.

 
Our work

Figure 2: A summary of major classical RQC simulations. The x-axis denotes the number of qubits, while the y-axis shows the
corresponding memory space required. The size of the circle/rectangular corresponds to the complexity (depth) of the circuit.
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quantum processor time is only about 30 seconds. The bitstring samples 
from all circuits have been archived online (see ‘Data availability’ section) 
to encourage development and testing of more advanced verification 
algorithms.

One may wonder to what extent algorithmic innovation can enhance 
classical simulations. Our assumption, based on insights from complex-
ity theory11–13, is that the cost of this algorithmic task is exponential in 
circuit size. Indeed, simulation methods have improved steadily over the 
past few years42–50. We expect that lower simulation costs than reported 
here will eventually be achieved, but we also expect that they will be 
consistently outpaced by hardware improvements on larger quantum 
processors.

Verifying the digital error model
A key assumption underlying the theory of quantum error correction 
is that quantum state errors may be considered digitized and local-
ized38,51. Under such a digital model, all errors in the evolving quantum 
state may be characterized by a set of localized Pauli errors (bit-flips or 
phase-flips) interspersed into the circuit. Since continuous amplitudes 
are fundamental to quantum mechanics, it needs to be tested whether 
errors in a quantum system could be treated as discrete and probabil-
istic. Indeed, our experimental observations support the validity of 
this model for our processor. Our system fidelity is well predicted by a 
simple model in which the individually characterized fidelities of each 
gate are multiplied together (Fig. 4).

To be successfully described by a digitized error model, a system 
should be low in correlated errors. We achieve this in our experiment by 

choosing circuits that randomize and decorrelate errors, by optimizing 
control to minimize systematic errors and leakage, and by designing 
gates that operate much faster than correlated noise sources, such as 
1/f flux noise37. Demonstrating a predictive uncorrelated error model 
up to a Hilbert space of size 253 shows that we can build a system where 
quantum resources, such as entanglement, are not prohibitively fragile.

The future
Quantum processors based on superconducting qubits can now perform 
computations in a Hilbert space of dimension 253 ≈ 9 × 1015, beyond the 
reach of the fastest classical supercomputers available today. To our 
knowledge, this experiment marks the first computation that can be 
performed only on a quantum processor. Quantum processors have 
thus reached the regime of quantum supremacy. We expect that their 
computational power will continue to grow at a double-exponential 
rate: the classical cost of simulating a quantum circuit increases expo-
nentially with computational volume, and hardware improvements will 
probably follow a quantum-processor equivalent of Moore’s law52,53, 
doubling this computational volume every few years. To sustain the 
double-exponential growth rate and to eventually offer the computa-
tional volume needed to run well known quantum algorithms, such as 
the Shor or Grover algorithms25,54, the engineering of quantum error 
correction will need to become a focus of attention.

The extended Church–Turing thesis formulated by Bernstein and 
Vazirani55 asserts that any ‘reasonable’ model of computation can be 
efficiently simulated by a Turing machine. Our experiment suggests 
that a model of computation may now be available that violates this 
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Fig. 4 | Demonstrating quantum supremacy. a, Verification of benchmarking 
methods. FXEB values for patch, elided and full verification circuits are 
calculated from measured bitstrings and the corresponding probabilities 
predicted by classical simulation. Here, the two-qubit gates are applied in a 
simplifiable tiling and sequence such that the full circuits can be simulated out 
to n = 53, m = 14 in a reasonable amount of time. Each data point is an average over 
ten distinct quantum circuit instances that differ in their single-qubit gates (for n 
= 39, 42 and 43 only two instances were simulated). For each n, each instance is 
sampled with Ns of 0.5–2.5 million. The black line shows the predicted FXEB based 
on single- and two-qubit gate and measurement errors. The close 
correspondence between all four curves, despite their vast differences in 

complexity, justifies the use of elided circuits to estimate fidelity in the 
supremacy regime. b, Estimating FXEB in the quantum supremacy regime. Here, 
the two-qubit gates are applied in a non-simplifiable tiling and sequence for 
which it is much harder to simulate. For the largest elided data (n = 53, m = 20, 
total Ns = 30 million), we find an average FXEB > 0.1% with 5σ confidence, where σ 
includes both systematic and statistical uncertainties. The corresponding full 
circuit data, not simulated but archived, is expected to show similarly 
statistically significant fidelity. For m = 20, obtaining a million samples on the 
quantum processor takes 200 seconds, whereas an equal-fidelity classical 
sampling would take 10,000 years on a million cores, and verifying the fidelity 
would take millions of years.

Performance comparison with real quantum devices
[Google, Nature 574, 505-510 (2019)]

the fidelity for the noisy gates which reduces the overall
gain. For χ ¼ 320 and the ½4; 2; 2; 4# partition where the
final fidelity is slightly better than F ¼ 0.002 (see Fig. 13),
the memory footprint of the calculation is 4.5 GB of
memory, which represents only 1.5 × 10−6% of the size of
the total Hilbert space spanned by the 254 qubits.

C. Split-and-merge algorithm for more complex gates

We end this article with results in a configuration that
closely matches the one of Ref. [4]. The 1-qubit gates are
chosen at random between
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Y

p
, and
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W

p
while the

2-qubit gate iSθ is a combination of iSWAP followed by a
controlled rotation along the z axis:

iSθ ¼

0
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CCCA: ð36Þ

This gate has four different singular values and is therefore
expected to produce more entanglement than the CZ gate.
The link between number of singular values and the actual
growth of entanglement is not totally straightforward,
however. Indeed, the pure iSWAP gate has four different
singular values &1 and &i, yet as it preserves the structure
of product states, it is trivial to simulate with perfect
fidelity. In what follows, we use θ ¼ 1, which is nontrivial
to simulate.
The algorithm of the previous section behaves rather

poorly for the iSθ gate. For instance, for χ ¼ 128, and the
½4; 2; 2; 4# grouping, the 2-qubit gate fidelity drops from
f ≈ 98% (CZ) to f ≈ 92% (iSθ). However, a simple
modification of the algorithm allows one to recover a
much higher fidelity, f ≈ 95%.
To study iSθ, we therefore switch to a “split-and-merge”

strategy: instead of “extracting” qubits one by one to
perform 2-qubit gates as in Sec. VI A, we extract one full
column of qubits at a time. In the split-and-merge strategy,
we use two different groupings of the qubits, for instance,
switching between the ½4; 2; 2; 4# grouping and the ½5; 2; 5#
grouping (hereafter referred to as the ½4; 2; 2; 4# ↔ ½5; 2; 5#
grouping strategy). Switching from one grouping to another
induces truncation errors. However, once the switching has
been done, many 2-qubit gates can be performed exactly. A
schematic of the split-and-merge strategy is shown in
Fig. 14 for the ½4; 2; 2; 4# ↔ ½5; 2; 5# case.

(c)

(a)

(b)

FIG. 12. (a) Sketch of the quantum circuit with 54 qubits in a
2D grid. The qubits are represented by the black dots while the
2-qubit gates by the color links. (b) The circuit alternates 1-qubit
gates (black dots) with 2-qubit gates (here the control-Z gate).
The depth D counts the number of 2-qubit gates per qubit.
(c) Different grouping strategies for the group MPS algorithm.
½112# corresponds to a grouping in 12 blocks counting 1 column
each; ½4; 2; 2; 4# corresponds to a grouping in 4 blocks counting,
respectively, 4, 2, 2, and 4 columns.

FIG. 13. Residual error per gate ϵav ¼ 1 − fav as a function of
the bond dimension χ for the 2D circuit of Fig. 12 for a depth
D ¼ 20. The different curves correspond to different groupings.
The horizontal dashed line corresponds to the error rate asso-
ciated with a global fidelity F ¼ 0.002.
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Figure 15 shows our numerical results for ϵav versus χ.
The curves are very similar to those obtained for CZ at
similar computational cost, but with an error rate roughly 3
times larger than with CZ.
To conclude this section, we have shown that for the

control-Z gate a simple grouping strategy allows one
to reach the same fidelity as the Google experiment [4]
in a matter of hours on a single core computer (i.e.,
fav ≥ 98.6%). For the more challenging iSθ gate, this
fidelity drops down to 95% for similar computing time.
A natural question that arises is whether these algorithms

may be used to defeat the claim of quantum supremacy put
forward in Ref. [4], i.e., raise the fidelity from 95% to
> 98%. We have not be able to do so on a single core
implementation. However, the split-and-merge algorithm is
to a large extent trivially parallelizable since most tensor
operations contain “spectator” indices whose different
values can be fixed, and the resulting tensor “slices”
dispatched to different computing cores or nodes.

Extrapolations from our results suggest that such a parallel
implementation should be able to reach fidelities in the
98%–99% range with a few hundred cores and a few
terabytes of memory. However, such a calculation has
not be attempted at the moment. Let us note, in any case,
that not too much emphasis should be put on quantum
supremacy by itself. It is not because a task is difficult to
simulate that it provides a useful output. Also, there is no
question that quantum many-body problems are extremely
difficult to simulate. The insight that we get from the
present work is an estimate of the relation between the
accuracy reached in the quantum state and the underlying
amount of entanglement that could potentially be exploited.

VII. DISCUSSION

In this work, we have discussed a practical algorithm that
allows us to simulate a quantum computer in a time which
grows linearly with the number of qubitsN and the depthD
at the cost of having a finite fidelity f per 2-qubit operation.
Hence, although we do not aim at describing the actual
errors and decoherence mechanisms present in real quan-
tum computers, our algorithm provides quantum states
of the same quality provided that the effective fidelity f is
as high as the experimental one. The fidelity f can be
increased at a polynomial cost up to a finite value f∞;
increasing it further has an exponential cost in the fidelity.
Our main observation is that fidelities of the order of 99%,
which are typical fidelities found in state-of-the-art experi-
ments, can be reproduced at a moderate computational cost.
Is a fidelity of 99% large or small? From an experimental

physics perspective, it is certainly quite an achievement to
keep several dozen qubits at this level of fidelity. From a
quantum information and classical algorithms point of
view, a question is, what is the level of entanglement—
hence the actual fraction of the Hilbert space that can truly
been accessed—associated with this level of fidelity? Our
MPS ansatz can provide an estimate (or at least an upper
bound for one may come up with better algorithms) for this
fraction. Since the MPS ansatz only spans a very tiny
fraction of the overall Hilbert space, it follows that the
computational power associated with fidelities in the 99%
range is much more limited than the full size 2N of the
Hilbert space would suggest. We conclude that increasing
the computational power of a quantum computer will
primarily require increasing the fidelity with which the
different operations are performed [25]. Increasing the
number of qubits will remain ineffective until better
fidelities have been reached.
A second factor of primary importance is qubit con-

nectivity: Long-range connections mean that entanglement
over much larger distances can be built before decoherence
steps in. Architectures that try to improve the connectivity
with, e.g., quantum buses [26] could be a very effectiveway
to make the system harder to simulate, hence increase its
potential computing power. We have indeed observed that

FIG. 14. Schematic of the split-and-merge algorithm for the
½4; 2; 2; 4" ↔ ½5; 2; 5". The 2-qubit gates shown in red and dark
green are performed in the ½4; 2; 2; 4" configuration and one
switches to the ½5; 2; 5" to perform the light green and
purple gates.

FIG. 15. Residual error per gate ϵav ¼ 1 − fav as a function
of the bond dimension χ for the iSθ gate for a 2D circuit with
N ¼ 54 qubits and a depth D ¼ 20. The different curves
correspond to different groupings. The horizontal dashed line
corresponds to the error rate associated with a global fidelity
F ¼ 0.002. The orange line is just a guide to the eye.
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the fidelity for the noisy gates which reduces the overall
gain. For χ ¼ 320 and the ½4; 2; 2; 4# partition where the
final fidelity is slightly better than F ¼ 0.002 (see Fig. 13),
the memory footprint of the calculation is 4.5 GB of
memory, which represents only 1.5 × 10−6% of the size of
the total Hilbert space spanned by the 254 qubits.

C. Split-and-merge algorithm for more complex gates

We end this article with results in a configuration that
closely matches the one of Ref. [4]. The 1-qubit gates are
chosen at random between
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This gate has four different singular values and is therefore
expected to produce more entanglement than the CZ gate.
The link between number of singular values and the actual
growth of entanglement is not totally straightforward,
however. Indeed, the pure iSWAP gate has four different
singular values &1 and &i, yet as it preserves the structure
of product states, it is trivial to simulate with perfect
fidelity. In what follows, we use θ ¼ 1, which is nontrivial
to simulate.
The algorithm of the previous section behaves rather

poorly for the iSθ gate. For instance, for χ ¼ 128, and the
½4; 2; 2; 4# grouping, the 2-qubit gate fidelity drops from
f ≈ 98% (CZ) to f ≈ 92% (iSθ). However, a simple
modification of the algorithm allows one to recover a
much higher fidelity, f ≈ 95%.
To study iSθ, we therefore switch to a “split-and-merge”

strategy: instead of “extracting” qubits one by one to
perform 2-qubit gates as in Sec. VI A, we extract one full
column of qubits at a time. In the split-and-merge strategy,
we use two different groupings of the qubits, for instance,
switching between the ½4; 2; 2; 4# grouping and the ½5; 2; 5#
grouping (hereafter referred to as the ½4; 2; 2; 4# ↔ ½5; 2; 5#
grouping strategy). Switching from one grouping to another
induces truncation errors. However, once the switching has
been done, many 2-qubit gates can be performed exactly. A
schematic of the split-and-merge strategy is shown in
Fig. 14 for the ½4; 2; 2; 4# ↔ ½5; 2; 5# case.
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FIG. 12. (a) Sketch of the quantum circuit with 54 qubits in a
2D grid. The qubits are represented by the black dots while the
2-qubit gates by the color links. (b) The circuit alternates 1-qubit
gates (black dots) with 2-qubit gates (here the control-Z gate).
The depth D counts the number of 2-qubit gates per qubit.
(c) Different grouping strategies for the group MPS algorithm.
½112# corresponds to a grouping in 12 blocks counting 1 column
each; ½4; 2; 2; 4# corresponds to a grouping in 4 blocks counting,
respectively, 4, 2, 2, and 4 columns.

FIG. 13. Residual error per gate ϵav ¼ 1 − fav as a function of
the bond dimension χ for the 2D circuit of Fig. 12 for a depth
D ¼ 20. The different curves correspond to different groupings.
The horizontal dashed line corresponds to the error rate asso-
ciated with a global fidelity F ¼ 0.002.
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in the strongly entangling regime of interest. Although χ = 2,048 was 
sufficient for exact simulation of the weight-17 operator in Fig. 3c, an 
MPS bond dimension of 32,768 would be needed for exact simulation 
of this modified circuit and operator with θh = π/2.

As a final example, we extend the circuit depth to 20 Trotter steps 
(60 CNOT layers) and estimate the θh dependence of a weight-1 observ-
able, $Z62%, in Fig. 4b, in which the causal cone extends over the entire 
device. Given the non-uniformity of device performance, also seen in 
the spread of single-site observables in Fig. 2b, we choose an observ-
able that obtains the expected result $Z62% ≈ 1 at the verifiable θh = 0 
point. Despite the greater depth, the MPS simulations of the LCDR 
circuit agree well with the experiment in the weakly entangling regime 
of small θh. Although deviations from the experimental trace emerge 
with increasing θh, we note that the MPS simulations slowly move in 
the direction of the experimental data with increasing χ (see Supple-
mentary Information X) and that the bond dimension needed to exactly 
represent the stabilizer state and its evolution to depth 20 at θh = π/2 
is 7.2 × 1016, 13 orders of magnitude larger than what we considered (see 
Supplementary Information VIII). For reference, as the memory 
required to store an MPS scales as χ( )2O , already a bond dimension of 
χ = 1 × 108 would require 400 PB, independent of any runtime consid-
erations. Furthermore, full-state tensor network simulations are already 
unable to capture the dynamics at the exactly verifiable five-step circuit 
in Fig. 3a. We also note that, given the large unmitigated signal, there 
may be opportunity to study time evolution at even larger depths on 
the current device.

For execution times, the tensor network simulations in Fig. 4 were run 
on a 64-core, 2.45-GHz processor with 128 GB of memory, in which the 
run time to access an individual data point at fixed θh was 8 h for Fig. 4a 
and 30 h for Fig. 4b. The corresponding quantum wall-clock run time 
was approximately 4 h for Fig. 4a and 9.5 h for Fig. 4b, but this is also 
far from a fundamental limit, being at present dominated by classical 
processing delays that stand to be largely eliminated through concep-
tually straightforward optimizations. Indeed, the estimated device 
run time for the error-mitigated expectation values using 614,400 
samples (2,400 circuit instances for each gain factor and readout error 

mitigation, with 64 shots per instance) at a conservative sampling 
rate of 2 kHz is only 5 min 7 s, which can be even further reduced by 
optimization of qubit reset speeds. On the other hand, the classical 
simulations may also be improved by methods besides the pure-state 
tensor networks considered here, such as Heisenberg operator evolu-
tion methods, which have recently been applied to non-Clifford simu-
lations38. Another approach is to numerically emulate the ZNE used 
experimentally. For example, it was recently argued that the finite-χ 
truncation error introduced by tensor-product compression mim-
ics experimental gate errors34. It would thus be natural to develop a 
theory for extrapolating tensor network state expectation values in 
the bond dimension χ for time evolution, as has been done in the case 
of ground-state search39. Alternatively, one can more directly emulate 
ZNE by introducing artificial dissipation into the dynamics engineered 
so that the resulting mixed-state evolution has reduced tensor-product 
bond dimension, as—for example—in dissipation-assisted operator 
evolution40, and extrapolate results with respect to the strength of the 
dissipation. Although such methods40,41 can successfully capture the 
long-time dynamics of the low-weight observables of a 1D spin chain, 
their applicability to high-weight observables in 2D at intermediate 
times is not clear—particularly as these methods are explicitly con-
structed to truncate complex operators.

The observation that a noisy quantum processor, even before 
the advent of fault-tolerant quantum computing, produces reliable 
expectation values at a scale beyond 100 qubits and non-trivial circuit 
depth leads to the conclusion that there is indeed merit to pursuing 
research towards deriving a practical computational advantage from 
noise-limited quantum circuits. Over recent years, substantial research 
effort has been directed to develop and demonstrate candidate heuris-
tic quantum algorithms5 that use noise-limited quantum circuits to esti-
mate expectation values. We have now reached reliability at a scale for 
which one will be able to verify proposals and explore new approaches 
to determine which can provide utility beyond classical approxima-
tion methods. At the same time, these results will motivate and help 
advance classical approximation methods as both approaches serve 
as valuable benchmarks of one another. However, even with improved 
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Fig. 4 | Estimating expectation values beyond exact verification. Plot 
markers, confidence intervals and causal light cones appear as defined in Fig. 3. 
a, Estimates of a weight-17 observable (panel title) after five Trotter steps for 
several values of θh. The circuit is similar to that in Fig. 3c but with further 
single-qubit rotations at the end. This effectively simulates the time evolution 
of the spins after Trotter step six by using the same number of two-qubit gates 
used for Trotter step five. As in Fig. 3c, the observable is a stabilizer at θh = π/2 
with eigenvalue −1, so we negate the y axis for visual simplicity. Optimization of 
the MPS simulation by including only qubits and gates in the causal light cone 

enables a higher bond dimension (χ = 3,072), but the simulation still fails to 
approach −1 (+1 in negated y axis) at θh = π/2. b, Estimates of the single-site 
magnetization 〈Z62〉 after 20 Trotter steps for several values of θh. The MPS 
simulation is light-cone-optimized and performed with bond dimension 
χ = 1,024, whereas the isoTNS simulation (χ = 12) includes the gates outside  
the light cone. The experiments were carried out with G = 1, 1.3, 1.6 for a and 
G = 1, 1.2, 1.6 for b, and extrapolated as in Supplementary Information II.B.  
For each G, we generated 2,000–3,200 random circuit instances for a and 
1,700–2,400 instances for b.

[IBM, Nature 618, 500 (2023)]

Real-device experiment 
for random circuits

Real-device experiment 
for quench dynamics
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FIG. 4. Comparison for deeper circuits of our BP-approximated tensor network state approach to simulating the
dynamics of the kicked transverse field Ising model on the heavy-hex lattice versus the Eagle quantum processor and
alternative tensor network methods. Expectation values calculated following a number of Trotter steps of the dynamics
of the model — see Eq. (1) — are plotted. a) Weight-17 stabilizer after 6 steps of evolution. Here exact data is
now available [15] and our BP data for � = 500 is within 10�4 of the exact result for all ✓h. b) Weight-1 observable
after 20 steps. The shaded region shows the di↵erence between our finite � = 500 bond dimension data and the
data extrapolated to infinite bond dimension, where we believe the true answer lies. c) Top and bottom plots show
observables in b) at ✓h = 0.7 and ✓h = 1.0 respectively as a function of inverse bond dimension of the TNS. Red
dashed lines represent a least squares fit of the form A + B/� taken on the data, and we take A to be the predicted
value of the observable in the limit � ! 1. Even in the limit � ! 1 there will generally be some deviation from the
exact result due to the BP approximation that we use for evolving the state and computing expectation values (see
the Methods section). Our analysis of the errors due to BP for this system, however, suggest this deviation is likely
to be very small. d-f) Dynamics of hZ62i using the BP-approximated TNS approach versus a MPS approach (with
bond dimension 2500) with light cone depth reduction (pink) for ✓h = 0.6, 0.8 and 1.0 respectively. Results from other
methods at depth 20 are shown as black circles (Eagle processor [10]), blue circles (truncated Pauli strings [17, 18]),
purple diamonds (TNO [15]) and orange pentagons (MPO [16]). Inset shows average gate error from the MPS approach
(pink circles) and absolute di↵erence between the BP-approximated TNS and the MPS result (solid grey line).

the tensor network in the Vidal gauge [23, 24]. This gauge corresponds to the choice of positive, diagonal
bond tensors ⇤e residing on the edges of the network and the on-site tensors �v of the network obeying
certain isometric properties (see Eqs. (5) and (6)). These isometric properties are important for maintaining
accuracy during the evolution of the network. We use | (✓h, n)i to denote the TNS of the system after n � 1
applications of U(✓h), i.e.

| (✓h, n)i =

 
nY

i=1

U(✓h)

!
| (0)i = U

n(✓h)| (0)i, (3)

where | (0)i is the initial state of the system. We use the same initial state as in Ref. [10]: | (0)i =
| "" . . . "i. The single-site X rotations in U(✓h) can be applied to | (✓h, n)i exactly and the two-site gates
are applied approximately using the simple update [23] procedure (see the Methods section), which involves
truncating the internal indices of the TNS to keep them less than or equal to a prescribed maximum bond
dimension �. Following a single Trotter step, the tensor network is regauged using belief propagation, a well
established statistical inference algorithm which can be formulated for tensor networks [12] which we find
improves the accuracy of the simple update procedure [14, 25]. Regauging before applying each gate with
simple update would be most accurate and would be equivalent to performing each gate application with

[Tindall et al., arXiv:2306.14887]

Tensor network simulation
(using Belief propagation technique)

No one knows the limit of performance.
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Gauge degree of freedom and canonical form

I
=

G
=

G−1 T̃i

=
T̃i+1Ti Ti+1

Canonical form (Vidal form) of MPS [Vidal, PRL 2003, Cirac et al., KMP, 2021]

Λ Γ Λ Γ Λ Γ Λ Γ Λ

  A = ΛΓ → A†A = I

  B = ΓΛ → BB† = I

Λ = diag(λ1, λ2, ⋯, λχ)

λ1 ≥ λ2 ≥ ⋯ ≥ λχ

local observable

⟨Oi⟩ = Oi

entanglement

L R

S = − ∑
α

λ2
α ln λ2

α

best truncation

Λ = diag(λ1, ⋯, λχ̃, λχ̃+1, ⋯, λχ)

Λ̃ = diag(λ1, ⋯, λχ̃, λχ̃+1, ⋯, λχ)



MPS algorithms for quantum many-body physics

Ground state method

Real-time dynamics

Finite temperatur

Density-marix renormalization group method (DMRG) [White 1992]

Time evolving block decimation (TEBD) [Vidal 2003]

Time-dependent variational principle (TDVP) [Haegeman et al., 2011]

Minimally entangled typically thermal state (METTS) [White 2009]

Thermal pure quantum matrix product state (TPQ-MPS) [Iwaki et. al., 2021]



Application field
- It has recently attracted attention as an efficient representation of machine learning models and as 
a highly efficient compression method for big data.

Evolutionary Topology Search for Tensor Network Decomposition 

Table 3. Experimental�results�of�approximation�of�real�world�data.�We�compare�the�log�compression�ratio�of�GA�(ours),�TT-SVD,�TR-SVD�
under�close�RSE�value.�In�GA,�the�RSE�between�the�original�and�reconstructed�images�are�obtained�from�the�optimal�individuals�with�
their�weights�setting�to�6 and�7.�A�larger�log�compression�ratio�indicates�fewer�parameters�of�the�model�while�a�smaller�RSE�indicates�
better�approximation�quality.�

Log compression ratio (CR)" + RSE# –�CR(RSE)Images 
GA(weights=6) TT TR GA(weights=7) TT TR 

0� 0.901(0.137)� 0.582(0.142)� 0.469(0.141)� 0.660(0.115)� 0.325(0.115)� 0.457(0.127)�
1� 1.352(0.158)� 1.210(0.170)� 1.216(0.187)� 1.159(0.155)� 1.137(0.166)� 0.824(0.155)�
2� 1.452(0.176)� 1.148(0.187)� 1.231(0.206)� 1.268(0.171)� 0.898(0.179)� 1.022(0.182)�
3� 1.649(0.193)� 1.140(0.191)� 1.416(0.211)� 1.476(0.189)� 1.265(0.206)� 1.074(0.191)�
4� 0.859(0.152)� 0.527(0.156)� 0.403(0.153)� 0.621(0.121)� 0.408(0.143)� 0.372(0.141)�
5� 1.726(0.087)� 1.471(0.087)� 1.471(0.088)� 1.548(0.083)� 1.531(0.083)� 1.388(0.085)�
6� 1.332(0.110)� 1.471(0.113)� 1.212(0.124)� 1.141(0.104)� 1.088(0.101)� 1.052(0.102)�
7� 1.573(0.126)� 1.030(0.139)� 1.112(0.145)� 1.406(0.120)� 1.179(0.142)� 0.970(0.125)�
8� 1.679(0.085)� 1.493(0.082)� 1.387(0.085)� 1.505(0.081)� 1.493(0.082)� 1.357(0.084)�
9� 1.164(0.194)� 0.994(0.227)� 0.836(0.200)� 0.966(0.185)� 0.774(0.190)� 0.916(0.226)�

Figure 5. Example�to�illustrate�the�employed�images�and�their�corresponding�TN�topological�structures�obtained�by�GA.�

with�the�discovered�topology�by�GA.�

Setup.� In�the�experiment,�we�randomly�select�10�natural�
images�from�the�LIVE�dataset�(Sheikh�et�al.,�2006)�and�ap-
ply�TN�decomposition�to�the�data�approximation�task.�The�
images�have�original�sizes�of�256⇥256�and�are�tensorized�
to�order-8�of�the�size�48 .�For�topology�search,�we�spawn�a�
group�of�individuals�with�population�200�in�each�generation,�
and�set�the�maximum�number�of�generations�to�be�15.� In�
addition,�the�weight�of�each�edge�is�equal�to�4,�and�we�set�
� = 1 and�� = 1.�Other�parameters�in�GA�are�same�to�the�
ones�given�in�Sec.�4.2.�

Also�we� implement�TT-SVD�(Oseledets,�2011)� and�TR-
SVD�(Zhao�et�al.,�2016)�in�the�experiment�for�comparison.�
In�their�methods,�we�manually�adjust�the�tolerance�value�
to�meet�RSE�obtained�by�our�methods.�In�ours,�we�change�
the�weights�to�be�{6, 7} after�topology�search�to�simulate�
different�approximation�errors.�

Results.�The�experimental�results�of�compression�ratio�(CR)�
(in�log form)�with�the�corresponding�RSE�are�given�in�Table�

3.�As�shown�in�Table�3,�our�methods�result�in�less�number�of�
parameters�(higher�compression�ratio)�compared�to�TT-SVD�
and�TR-SVD�in�over�all�data�and�settings.� It�implies�that�
the�discovered�topological�structures�by�GA�can�provide�
stronger�representational�power�to�TN�decomposition�than�
the�simple�line�(TT)�and�cycle�(TR)�structures.� Figure�5�
gives�some�examples�of�the�topological�structures�obtained�
by�GA.�We�can�see�that�the�obtained�topology�shows�com-
plex�structures,�which�are�generally�a�combination�of�lines,�
cycles�and�isolated�points.�Such�results�are�expected�because�
the�natural�images�reflect�complicated�object�relationship�
and�abundant�information.�

Toy experiment shown in Figure 1.� The� experimental�
results� shown� in� Figure� 1� are� obtained� with� the� similar�
settings�as�above,�where�we�use�the�colorful�“lena”�of�the�
size�256⇥256⇥3�as�the�data�and�reshape�it�as�an�order-9�
tensor.� The�results�in�Figure�1�also�show�the�significant�
advantage�of�“new”�topological�structures�compared�to�its�
simple�counterparts.�

[Chao Li et al (AIP tensor learning team), 2020, 2022, 2023]
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Compressing neural network by tensor network
with exponentially fewer variational parameters

Yong Qing, Peng-Fei Zhou, Ke Li, and Shi-Ju Ran

Abstract—Neural network (NN) designed for challenging ma-
chine learning tasks is in general a highly nonlinear mapping
that contains massive variational parameters. High complexity
of NN, if unbounded or unconstrained, might unpredictably
cause severe issues including over-fitting, loss of generalization
power, and unbearable cost of hardware. In this work, we
propose a general compression scheme that significantly reduces
the variational parameters of NN by encoding them to multi-
layer tensor networks (TN’s) that contain exponentially-fewer
free parameters. Superior compression performance of our
scheme is demonstrated on several widely-recognized NN’s (FC-
2, LeNet-5, and VGG-16) and datasets (MNIST and CIFAR-10),
surpassing the state-of-the-art method based on shallow tensor
networks. For instance, about 10 million parameters in the three
convolutional layers of VGG-16 are compressed in TN’s with
just 632 parameters, while the testing accuracy on CIFAR-10 is
surprisingly improved from 81.14% by the original NN to 84.36%
after compression. Our work suggests TN as an exceptionally
efficient mathematical structure for representing the variational
parameters of NN’s, which superiorly exploits the compressibility
than the simple multi-way arrays.

Index Terms—neural network, tensor network, machine learn-
ing, model compression, tensor decomposition.

I. INTRODUCTION

NEURAL network (NN) [1] has gained astounding success
in a wide range of fields including computer vision,

natural language processing, and most recently scientific in-
vestigations in, e.g., applied mathematics(e.g., [2], [3]) and
physics(e.g., [4]–[10]). To improve the performance on han-
dling complicated realistic tasks, the amount of variational
parameters in NN rapidly increases from millions to trillions
(e.g., Chat-GPT with 175 billion parameters [11]). Such
a paradigm with the utilization of super large-scale NN’s
brought us several severe challenges. Though the represen-
tation ability of NN should be enhanced by increasing the
complexity, over-fitting might occur and the generalization
ability of NN might unpredictably be harmed. The increasing
complexity also brings unbearable cost of hardware in aca-
demic investigations and practical applications.

The variational parameters in NN are usually stored as high-
order tensors (or multi-linear arrays). Previous results show
that generalization ability can be improved by suppressing or
“refining” the degrees of freedom in such tensors by, e.g.,
network pruning [12]–[14], knowledge distillation [15], [16],
weight sharing [17], [18], tensor decompositions [19], [20],
etc. In recent years, shallow tensor networks (TN’s) including

The authors are with Center for Quantum Physics and Intelligent Sciences,
Department of Physics, Capital Normal University, Beijing 10048, China.

Corresponding author: Shi-Ju Ran. Email: sjran@cnu.edu.cn

Fig. 1: (Color online) The workflow of ADTN for compressing
NN. (a) The illustration of a convolutional NN as an example,
whose variational parameters (T ) are encoded in a ADTN
shown in (b). The contraction of the ADTN results in T , in
other words, where the ADTN contains much less parameters
than T . In (c), we show the diagrammatic representation of
the unitary conditions for the tensors in ADQC.

matrix product state (MPS [21], [22], also known as tensor-
train form [23]) and matrix product operator (MPO [24])
were applied to represent the tensors in neural networks,
and achieved remarkable compression rates [25]–[29]. These
inspiring successes strongly imply the existence of efficient
mathematical structures over the simple multi-linear arrays
for representing the variational parameters of NN’s, which yet
remains elusive.

In this work, we propose to adopt multi-layer TN [30] as
an exceptionally efficient representation of variational param-
eters to fully exploit the compressibility of NN’s. Our idea
(illustrated in Fig. 1) is to encode the variational parameters
of a considered NN layer into the contraction of a TN that
contains exponentially fewer parameters. For instance, the
number of parameters of the TN encoding 2Q parameters of
NN just linearly as O(MQ), with M ⇠ O(1) the number
of TN layers. Since the contraction process is differentiable,
automatic differentiation technique [31], [32] is utilized to
obtain the tensors of the TN to reach the optimal accuracy
after compression. Thus we dub our scheme as automatically
differentiable tensor network (ADTN).

The compression performance and generality of ADTN
are demonstrated on various well-known NN’s (FC-2, LeNet-
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[Shi-Ju Ran group, arXiv:2305.06058][Stoundemire&Schwab, 2017]
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Tensor networks are e�cient representations of high-dimensional tensors which have been very
successful for physics and mathematics applications. We demonstrate how algorithms for optimizing
such networks can be adapted to supervised learning tasks by using matrix product states (tensor
trains) to parameterize models for classifying images. For the MNIST data set we obtain less than
1% test set classification error. We discuss how the tensor network form imparts additional structure
to the learned model and suggest a possible generative interpretation.

I. INTRODUCTION

The connection between machine learning and statis-
tical physics has long been appreciated [1–9], but deeper
relationships continue to be uncovered. For example,
techniques used to pre-train neural networks [8] have
more recently been interpreted in terms of the renor-
malization group [10]. In the other direction there has
been a sharp increase in applications of machine learn-
ing to chemistry, material science, and condensed matter
physics [11–19], which are sources of highly-structured
data and could be a good testing ground for machine
learning techniques.

A recent trend in both physics and machine learn-
ing is an appreciation for the power of tensor meth-
ods. In machine learning, tensor decompositions can be
used to solve non-convex optimization tasks [20, 21] and
make progress on many other important problems [22–
24], while in physics, great strides have been made in ma-
nipulating large vectors arising in quantum mechanics by
decomposing them as tensor networks [25–27]. The most
successful types of tensor networks avoid the curse of di-
mensionality by incorporating only low-order tensors, yet
accurately reproduce very high-order tensors through a
particular geometry of tensor contractions [27].

Another context where very large vectors arise is in
non-linear kernel learning, where input vectors x are
mapped into a higher dimensional space via a feature
map �(x) before being classified by a decision function

f(x) = W · �(x) . (1)

The feature vector �(x) and weight vector W can be ex-
ponentially large or even infinite. One approach to deal
with such large vectors is the well-known kernel trick,

�

FIG. 1. The matrix product state (MPS) decomposition, also
known as a tensor train. Lines represent tensor indices and
connecting two lines implies summation. For an introduction
to this graphical tensor notation see Appendix A.

which only requires working with scalar products of fea-
ture vectors, allowing these vectors to be defined only
implicitly [28].

In what follows we propose a rather di↵erent approach.
For certain learning tasks and a specific class of fea-
ture map �, we find the optimal weight vector W can
be approximated as a tensor network, that is, as a con-
tracted sequence of low-order tensors. Representing W
as a tensor network and optimizing it directly (without
passing to the dual representation) has many interest-
ing consequences. Training the model scales linearly in
the training set size; the cost for evaluating an input is
independent of training set size. Tensor networks are
also adaptive: dimensions of tensor indices internal to
the network grow and shrink during training to concen-
trate resources on the particular correlations within the
data most useful for learning. The tensor network form
of W presents opportunities to extract information hid-
den within the trained model and to accelerate training
by using techniques such as optimizing di↵erent internal
tensors in parallel [29]. Finally, the tensor network form
is an additional type of regularization beyond the choice
of feature map, and could have interesting consequences
for generalization.

One of the best understood types of tensor networks
is the matrix product state [26, 30], also known as the
tensor train decomposition [31]. Matrix product states
(MPS) have been very useful for studying quantum sys-
tems, and have recently been proposed for machine learn-
ing applications such as learning features of images [23]
and compressing the weight layers of neural networks
[24]. Though MPS are best suited for describing one-
dimensional systems, they are powerful enough to be ap-
plied to higher-dimensional systems as well.

There has been intense research into generalizations of
MPS better suited for higher dimensions and critical sys-
tems [32–34]. Though our proposed approach could gen-
eralize to these other types of tensor networks, as a proof
of principle we will only consider the MPS decomposition
in what follows. The MPS decomposition approximates
an order-N tensor by a contracted chain of N lower-order
tensors shown in Fig. 1. (Throughout we will use tensor
diagram notation; for a brief review see Appendix A.)
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ing to chemistry, material science, and condensed matter
physics [11–19], which are sources of highly-structured
data and could be a good testing ground for machine
learning techniques.
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used to solve non-convex optimization tasks [20, 21] and
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successful types of tensor networks avoid the curse of di-
mensionality by incorporating only low-order tensors, yet
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mapped into a higher dimensional space via a feature
map �(x) before being classified by a decision function
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which only requires working with scalar products of fea-
ture vectors, allowing these vectors to be defined only
implicitly [28].

In what follows we propose a rather di↵erent approach.
For certain learning tasks and a specific class of fea-
ture map �, we find the optimal weight vector W can
be approximated as a tensor network, that is, as a con-
tracted sequence of low-order tensors. Representing W
as a tensor network and optimizing it directly (without
passing to the dual representation) has many interest-
ing consequences. Training the model scales linearly in
the training set size; the cost for evaluating an input is
independent of training set size. Tensor networks are
also adaptive: dimensions of tensor indices internal to
the network grow and shrink during training to concen-
trate resources on the particular correlations within the
data most useful for learning. The tensor network form
of W presents opportunities to extract information hid-
den within the trained model and to accelerate training
by using techniques such as optimizing di↵erent internal
tensors in parallel [29]. Finally, the tensor network form
is an additional type of regularization beyond the choice
of feature map, and could have interesting consequences
for generalization.

One of the best understood types of tensor networks
is the matrix product state [26, 30], also known as the
tensor train decomposition [31]. Matrix product states
(MPS) have been very useful for studying quantum sys-
tems, and have recently been proposed for machine learn-
ing applications such as learning features of images [23]
and compressing the weight layers of neural networks
[24]. Though MPS are best suited for describing one-
dimensional systems, they are powerful enough to be ap-
plied to higher-dimensional systems as well.

There has been intense research into generalizations of
MPS better suited for higher dimensions and critical sys-
tems [32–34]. Though our proposed approach could gen-
eralize to these other types of tensor networks, as a proof
of principle we will only consider the MPS decomposition
in what follows. The MPS decomposition approximates
an order-N tensor by a contracted chain of N lower-order
tensors shown in Fig. 1. (Throughout we will use tensor
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more recently been interpreted in terms of the renor-
malization group [10]. In the other direction there has
been a sharp increase in applications of machine learn-
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physics [11–19], which are sources of highly-structured
data and could be a good testing ground for machine
learning techniques.

A recent trend in both physics and machine learn-
ing is an appreciation for the power of tensor meth-
ods. In machine learning, tensor decompositions can be
used to solve non-convex optimization tasks [20, 21] and
make progress on many other important problems [22–
24], while in physics, great strides have been made in ma-
nipulating large vectors arising in quantum mechanics by
decomposing them as tensor networks [25–27]. The most
successful types of tensor networks avoid the curse of di-
mensionality by incorporating only low-order tensors, yet
accurately reproduce very high-order tensors through a
particular geometry of tensor contractions [27].

Another context where very large vectors arise is in
non-linear kernel learning, where input vectors x are
mapped into a higher dimensional space via a feature
map �(x) before being classified by a decision function
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which only requires working with scalar products of fea-
ture vectors, allowing these vectors to be defined only
implicitly [28].

In what follows we propose a rather di↵erent approach.
For certain learning tasks and a specific class of fea-
ture map �, we find the optimal weight vector W can
be approximated as a tensor network, that is, as a con-
tracted sequence of low-order tensors. Representing W
as a tensor network and optimizing it directly (without
passing to the dual representation) has many interest-
ing consequences. Training the model scales linearly in
the training set size; the cost for evaluating an input is
independent of training set size. Tensor networks are
also adaptive: dimensions of tensor indices internal to
the network grow and shrink during training to concen-
trate resources on the particular correlations within the
data most useful for learning. The tensor network form
of W presents opportunities to extract information hid-
den within the trained model and to accelerate training
by using techniques such as optimizing di↵erent internal
tensors in parallel [29]. Finally, the tensor network form
is an additional type of regularization beyond the choice
of feature map, and could have interesting consequences
for generalization.

One of the best understood types of tensor networks
is the matrix product state [26, 30], also known as the
tensor train decomposition [31]. Matrix product states
(MPS) have been very useful for studying quantum sys-
tems, and have recently been proposed for machine learn-
ing applications such as learning features of images [23]
and compressing the weight layers of neural networks
[24]. Though MPS are best suited for describing one-
dimensional systems, they are powerful enough to be ap-
plied to higher-dimensional systems as well.

There has been intense research into generalizations of
MPS better suited for higher dimensions and critical sys-
tems [32–34]. Though our proposed approach could gen-
eralize to these other types of tensor networks, as a proof
of principle we will only consider the MPS decomposition
in what follows. The MPS decomposition approximates
an order-N tensor by a contracted chain of N lower-order
tensors shown in Fig. 1. (Throughout we will use tensor
diagram notation; for a brief review see Appendix A.)
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Representing the weights W of Eq. (1) as an MPS al-
lows us to e�ciently optimize these weights and adap-
tively change their number by varying W locally a few
tensors at a time, in close analogy to the density ma-
trix renormalization group algorithm used in physics
[26, 35]. Similar alternating least squares methods for
tensor trains have also been explored in applied mathe-
matics [36].

This paper is organized as follows: we propose our gen-
eral approach then describe an algorithm for optimizing
the weight vector W in MPS form. We test our approach,
both on the MNIST handwritten digit set and on two-
dimensional toy data to better understand the role of the
local feature-space dimension d. Finally, we discuss the
class of functions realized by our proposed models as well
as a possible generative interpretation.

Those wishing to reproduce our results can find
sample codes based on the ITensor library [37] at:
https://github.com/emstoudenmire/TNML

II. ENCODING INPUT DATA

The most successful use of tensor networks in physics
so far has been in quantum mechanics, where combining
N independent systems corresponds to taking the tensor
product of their individual state vectors. With the goal
of applying similar tensor networks to machine learning,
we choose a feature map of the form

�s1s2···sN (x) = �s1(x1) ⌦ �s2(x2) ⌦ · · · �sN (xN ) . (2)

The tensor �s1s2···sN is the tensor product of the same
local feature map �sj (xj) applied to each input xj , where
the indices sj run from 1 to d; the value d is known as
the local dimension. Thus each xj is mapped to a d-
dimensional vector, which we require to have unit norm;
this implies each �(x) also has unit norm.

The full feature map �(x) can be viewed as a vector
in a dN -dimensional space or as an order-N tensor. The
tensor diagram for �(x) is shown in Fig. 2. This type of
tensor is said be rank-1 since it is manifestly the prod-
uct of N order-1 tensors. In physics terms, �(x) has the
same structure as a product state or unentangled wave-
function.

For a concrete example of this type of feature map,
consider inputs which are grayscale images with N pixels,
where each pixel value ranges from 0.0 for white to 1.0
for black. If the grayscale pixel value of the jth pixel
is xj 2 [0, 1], a simple choice for the local feature map
�sj (xj) is

�sj (xj) =
h
cos

⇣⇡

2
xj

⌘
, sin

⇣⇡

2
xj

⌘i
(3)

and is illustrated in Fig. 3. The full image is represented
as a tensor product of these local vectors. From a physics
perspective, �sj is the normalized wavefunction of a sin-
gle qubit where the “up” state corresponds to a white

s1 s2 s3 s4 s5 s6

=
�s1 �s2 �s3 �s4 �s5 �s6

�

FIG. 2. Input data is mapped to a normalized order N tensor
with a trivial (rank 1) product structure.

FIG. 3. For the case of a grayscale image and d = 2, each
pixel value is mapped to a normalized two-component vector.
The full image is mapped to the tensor product of all the local
pixel vectors as shown in Fig. 2.

pixel, the “down” state to a black pixel, and a superpo-
sition corresponds to a gray pixel.

While our choice of feature map �(x) was originally
motivated from a physics perspective, in machine learn-
ing terms, the feature map Eq. (2) defines a kernel which
is the product of N local kernels, one for each compo-
nent xj of the input data. Kernels of this type have been
discussed previously [38, p. 193] and have been argued
to be useful for data where no relationship is assumed
between di↵erent components of the input vector prior
to learning [39].

Though we will use only the local feature map Eq. (3)
in our MNIST experiment below, it would be interesting
to try other local maps and to understand better the role
they play in the performance of the model and the cost
of optimizing the model.

III. MULTIPLE LABEL CLASSIFICATION

In what follows we are interested in multi-class learn-
ing, for which we choose a “one-versus-all” strategy,
which we take to mean generalizing the decision func-
tion Eq. (4) to a set of functions indexed by a label `

f `(x) = W ` · �(x) (4)

and classifying an input x by choosing the label ` for
which |f `(x)| is largest.

Since we apply the same feature map � to all input
data, the only quantity that depends on the label ` is
the weight vector W `. Though one can view W ` as a
collection of vectors labeled by `, we will prefer to view
W ` as an order N +1 tensor where ` is a tensor index and
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Time-evolving block decimation (TEBD)

ΓΓΓΓΓΓΓΓΓΓΓΓΓΓΓΓMPS

When performing time evolution calculations on MPS, the simplest method is to calculate Trotter slices 
called time-evolving block decimation.

Quantum computing is a time-evolution starting from a trivial initial state (a direct product state).
A direct product state is a matrix product state with bond dimension 1.
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p0 p1 p2 p3 p4 p5 p6 p7 MPI Process

data trasfer

Contraction 
& SVD

Contraction 
& SVD

• tensor contractions (gate operations) done simultaneously 
• data transfer is local

Looks like ideal situation for parallelization

[R.-Y. Sun, T. Shirakawa, S. Yunoki, arXiv:2312.02667 (2023)]



Simulation for 2D quantum circuit
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In order to calculate a 2D system using MPS, the 2D system is forcibly regarded as a 1D system.
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Simulation for 2D quantum circuit

Then, the nearest-neighbor operators in the 2D system become distant operators in the virtual 1D system.
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Simulation for 2D quantum circuit

The simplest and most efficient way to handle these bonds in TEBD is by sandwiching the swap operator.

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

Position of 1st layer operators

Position of 2nd layer operators

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1st layer operators

2nd layer operators

SWAP operator Sij

Sij |σiσj⟩ = |σjσi⟩

[R.-Y. Sun, T. Shirakawa, S. Yunoki, arXiv:2312.02667 (2023)]



Benchmark circuits
Random quantum circuit Parametrized quantum circuit

11

(a)

(b)

:

5
4
3
2
1

0

e �

e

e

e

e

�

�

�

�

4
3
2
1
0

e �

e

e

e

e

�

�

�

�

X H

X

X

X

X

X

H

H

1 2 3

1 2
e � : eSWAP

Init

D

D

FIG. 6. Schematic plots for (a) RQC-1D and (b) PQC-1D.
In (a), the colored squares represent one-site random gate. In
(b), the circuit for initializing the state to singlet dimers is
also included.

ulation of quantum many-body systems, of the nearest-
neighbor S = 1/2 Heisenberg model. Initializing from
the singlet dimers on (0, 1), (2, 3), · · · , (N �2, N �1) [see
Fig. 6(b)], a layer of eSWAP gates [31–37], Uij(✓) =
exp(�i✓Pij/2) with Pij being the SWAP gate acting at
qubit pair i and j, is applied on (1, 2), (3, 4), · · · , (N �
3, N � 2) [(0, 1), (2, 3), · · · , (N � 2, N � 1)] qubit pairs
for odd (even) physical circuit depth. For using HVA
in variational quantum algorithms [36, 37], each of ✓s is
the variational parameter to be optimized while we as-
sign uniformly distributed real random numbers to these
✓s in our benchmark simulations. The total number of
qubits N and the total number of physical circuit depths
D are restricted to even.

3. Two-dimensional random quantum circuit
(RQC-2D)

The RQC-2D is the direct extension of RQC-1D on 2D
square lattice with the number of qubits N = Lx ⇥ Ly.
The physical depths are ordered in ABCDABCD · · · pat-
terns shown in Fig. 7, where each rectangle indicates the

A B

C D

FIG. 7. Locations of two-site gates in each of patterns for
RQC-2D and PQC-2D. In this plot, we show the case for
Lx = 5 and Ly = 5.

place of CZ gate acted. The number of physical circuit
depths is restricted to a multiple of 4. The Lx and Ly

do not have specific restrictions. In the case that the ap-
plied two-site gate is out of the top and right edges of the
lattice, for instance, the first row of gates in B pattern
(see Fig. 7) with Ly = 4, we simply neglect these gates
when constructing this pattern.

Be distinct from 1D circuits where the natural mapping
between qubits and sites for the MPS representation ex-
ists, we need to decide this mapping for 2D circuits, i.e.,
fixing the MPS 1D path. Here, we choose the path shown
in Fig. 8(a) to let two-site gates in A and B patterns act
to the neighboring sites in the sense of this MPS 1D path.
Under this mapping, the two-site gates in C and D pat-
terns become long-distance gates such that, to perform
the MPS-based simulation, we need to recompile these
two patterns to the circuits with the gates only applying
to neighboring sites on the MPS 1D path. As an exam-
ple, this recompiling procedure for Lx = Ly = 4 case is
shown in Fig. 8(b). Note that the circuit depths increase
from 2 to 3(Ly �1)+2 after this recompiling. We denote
the circuit depth after this recompiling procedure as the
compiled circuit depth.

4. Two-dimensional parametrized quantum circuit
(PQC-2D)

Similar to the RQC-2D, PQC-2D is the extension of
PQC-1D on 2D square lattice with the number of qubits
N = Lx ⇥ Ly. A minor di↵erence is that we use the A
pattern at the most front to prepare the singlet dimer
initial state. Except for this A pattern, other A patterns
are constructed by eSWAP gates as usual. Because of this

11

(a)

(b)

:

5
4
3

2
1

0

e �

e

e

e

e

�

�

�

�

4
3
2
1
0

e �

e

e

e

e

�

�

�

�

X H

X

X

X

X

X

H

H

1 2 3

1 2
e � : eSWAP

Init

D

D

FIG. 6. Schematic plots for (a) RQC-1D and (b) PQC-1D.
In (a), the colored squares represent one-site random gate. In
(b), the circuit for initializing the state to singlet dimers is
also included.

ulation of quantum many-body systems, of the nearest-
neighbor S = 1/2 Heisenberg model. Initializing from
the singlet dimers on (0, 1), (2, 3), · · · , (N �2, N �1) [see
Fig. 6(b)], a layer of eSWAP gates [31–37], Uij(✓) =
exp(�i✓Pij/2) with Pij being the SWAP gate acting at
qubit pair i and j, is applied on (1, 2), (3, 4), · · · , (N �
3, N � 2) [(0, 1), (2, 3), · · · , (N � 2, N � 1)] qubit pairs
for odd (even) physical circuit depth. For using HVA
in variational quantum algorithms [36, 37], each of ✓s is
the variational parameter to be optimized while we as-
sign uniformly distributed real random numbers to these
✓s in our benchmark simulations. The total number of
qubits N and the total number of physical circuit depths
D are restricted to even.

3. Two-dimensional random quantum circuit
(RQC-2D)

The RQC-2D is the direct extension of RQC-1D on 2D
square lattice with the number of qubits N = Lx ⇥ Ly.
The physical depths are ordered in ABCDABCD · · · pat-
terns shown in Fig. 7, where each rectangle indicates the

A B

C D

FIG. 7. Locations of two-site gates in each of patterns for
RQC-2D and PQC-2D. In this plot, we show the case for
Lx = 5 and Ly = 5.

place of CZ gate acted. The number of physical circuit
depths is restricted to a multiple of 4. The Lx and Ly
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plied two-site gate is out of the top and right edges of the
lattice, for instance, the first row of gates in B pattern
(see Fig. 7) with Ly = 4, we simply neglect these gates
when constructing this pattern.

Be distinct from 1D circuits where the natural mapping
between qubits and sites for the MPS representation ex-
ists, we need to decide this mapping for 2D circuits, i.e.,
fixing the MPS 1D path. Here, we choose the path shown
in Fig. 8(a) to let two-site gates in A and B patterns act
to the neighboring sites in the sense of this MPS 1D path.
Under this mapping, the two-site gates in C and D pat-
terns become long-distance gates such that, to perform
the MPS-based simulation, we need to recompile these
two patterns to the circuits with the gates only applying
to neighboring sites on the MPS 1D path. As an exam-
ple, this recompiling procedure for Lx = Ly = 4 case is
shown in Fig. 8(b). Note that the circuit depths increase
from 2 to 3(Ly �1)+2 after this recompiling. We denote
the circuit depth after this recompiling procedure as the
compiled circuit depth.

4. Two-dimensional parametrized quantum circuit
(PQC-2D)

Similar to the RQC-2D, PQC-2D is the extension of
PQC-1D on 2D square lattice with the number of qubits
N = Lx ⇥ Ly. A minor di↵erence is that we use the A
pattern at the most front to prepare the singlet dimer
initial state. Except for this A pattern, other A patterns
are constructed by eSWAP gates as usual. Because of this
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number D of physical circuit layers are both restricted to
even.

4. Two-dimensional random quantum circuit
(RQC-2D)

RQC-2D is the direct extension of RQC-1D on a 2D
square lattice with the number of qubits N = Lx ⇥ Ly.
The physical circuit layers are applied in an ABCD-
ABCD · · · pattern, as illustrated in Fig. 9, where each
rectangle indicates the qubits on which a CZ gate acts.

Additionally, single-qubit random gates {U (l)
r (✓(l)

ij )} are
applied to all qubits in each physical circuit layer, similar
to the case of RQC-1D. The number of physical circuit
layers is restricted to a multiple of 4. However, there are
no specific restrictions on Lx and Ly. In cases when Lx

(Ly) is odd, no two-qubit gates are applied on qubits at
the left and right (top and bottom) edges in physical cir-
cuit layers C and D (A and B), respectively, as shown in
Fig. 9 for Lx = Ly = 5.

A B

C D

x

y

FIG. 9. Locations of two-qubit gates, indicated by rectan-
gles, in four distinct physical circuit layers A, B, C, and D for
both RQC-2D and PQC-2D. Solid dots represent qubits ar-
ranged in a 2D square lattice. The two-qubit gates consist of
CZ gates for RQC-2D and eSWAP gates for PQC-2D. Addi-
tionally, single-qubit random gates are applied to all qubits in
each physical circuit layer for RQC-2D, similar to the case of
RQC-1D shown in Fig. 8(a). For PQC-2D, the first physical
layer A is dedicated to forming a product of singlet dimers, as
in the case of PQC-1D shown in Fig. 8(b). In this example,
we set Lx = 5 and Ly = 5.

In contrast to 1D quantum circuits, where qubits nat-
urally align in a 1D path suitable for the MPS represen-
tation, a mapping of qubits for 2D quantum circuits to a
1D path suitable for the MPS representation must be de-
termined. Here, we choose the path shown in Fig. 10(a)

TABLE I. Physical circuit depths and compiled circuit depths
for several 2D quantum circuits studied in Fig. 3–Fig. 6. Here,
a 2D quantum circuit is arranged in a square lattice with the
number of qubits N = Lx ⇥ Ly.

N Lx Ly physical circuit depth compiled circuit depth
24 4 6 28 133
24 4 6 60 285
25 5 5 28 112
25 5 5 60 192
144 12 12 40 370
144 12 12 100 925
1024 32 32 100 2425

to ensure that two-qubit gates in physical circuit layers
A and B act on neighboring qubits in the sense of the
MPS 1D path. Under this mapping, the two-qubit gates
in physical circuit layers C and D become long-distance
gates, necessitating a recompilation of these two physical
circuit layers for MPS-based simulations to ensure that
gates apply only to neighboring qubits on the MPS 1D
path. As an example, the recompiling procedure for the
Lx = Ly = 4 case is illustrated in Fig. 10(b). Note that
the circuit depth increases from 2 (physical circuit depth)
to 3(Ly�1)+2 (compiled circuit depth) after this recom-
piling. The physical circuit depths and compiled circuit
depths for several 2D quantum circuits studied in Fig. 3–
Fig. 6 are provided in Table I.

5. Two-dimensional parametrized quantum circuit
(PQC-2D)

Similar to RQC-2D, PQC-2D is the extension of PQC-
1D on a 2D square lattice with the number of qubits N =
Lx⇥Ly. A slight di↵erence from RQC-2D is found in the
first physical circuit layer A, where we prepare a product
of singlet dimers, similar to PQC-1D. Beyond this initial
physical circuit layer A, the subsequent physical circuit
layers incorporate eSWAP gates in a BCDABCDA · · ·
pattern with parameters {✓(l)

ij } (see Fig. 9). Similar to
RQC-2D, we employ an MPS 1D path as depicted in
Fig. 10(a). Consequently, two-qubits gates in physical
circuit layers C and D must be recompiled to ensure that
all gates apply only to neighboring qubits, as illustrated
in Fig. 10(b). Due to the specific configuration, the value
of Ly in PQC-2D is restricted to an even number. As
in the case of RQC-2D, the total number D of physical
circuit layers is a multiple of 4.

Appendix C: Simulation accuracy of the pTEBD
algorithm for a single instance of random parameters

For a fair comparison of the wavefunction fidelity F
obtained by the pTEBD algorithm and the sequential
MPS algorithm, here we compare the results for a spe-
cific set of random parameters rather than averaging over

RQC-1D PQC-1D

RQC-2D(ABCDABCD…)
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Lx = Ly = 4 case is illustrated in Fig. 10(b). Note that
the circuit depth increases from 2 (physical circuit depth)
to 3(Ly�1)+2 (compiled circuit depth) after this recom-
piling. The physical circuit depths and compiled circuit
depths for several 2D quantum circuits studied in Fig. 3–
Fig. 6 are provided in Table I.

5. Two-dimensional parametrized quantum circuit
(PQC-2D)

Similar to RQC-2D, PQC-2D is the extension of PQC-
1D on a 2D square lattice with the number of qubits N =
Lx⇥Ly. A slight di↵erence from RQC-2D is found in the
first physical circuit layer A, where we prepare a product
of singlet dimers, similar to PQC-1D. Beyond this initial
physical circuit layer A, the subsequent physical circuit
layers incorporate eSWAP gates in a BCDABCDA · · ·
pattern with parameters {✓(l)

ij } (see Fig. 9). Similar to
RQC-2D, we employ an MPS 1D path as depicted in
Fig. 10(a). Consequently, two-qubits gates in physical
circuit layers C and D must be recompiled to ensure that
all gates apply only to neighboring qubits, as illustrated
in Fig. 10(b). Due to the specific configuration, the value
of Ly in PQC-2D is restricted to an even number. As
in the case of RQC-2D, the total number D of physical
circuit layers is a multiple of 4.

Appendix C: Simulation accuracy of the pTEBD
algorithm for a single instance of random parameters

For a fair comparison of the wavefunction fidelity F
obtained by the pTEBD algorithm and the sequential
MPS algorithm, here we compare the results for a spe-
cific set of random parameters rather than averaging over

PQC-2D(ABCDABCD…)

1D

2D

[Y. Zhou et al., PRX 10, 041038 (2020)] [R.-Y. Sun, T. Shirakawa, S. Yunoki, PRB 108, 075127 (2023)]
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Λ̃ = diag(λ1, ⋯, λχ̃, λχ̃+1, ⋯, λχ)

Parallel MPS compression

RYS, T. Shirakawa and S. Yunoki, arXiv:2312.02667 (2023)

| |Ψ( χ̃)⟩ − |Ψ̃T(χ)⟩ |2 ≤ 2ϵ(χ)

ϵ(χ) =
N−1

∑
i=1

ϵi(χ) ϵi(χ) =
χ̃

∑
α=χ+1

(λ[i]
α )2

Theorem (Verstraete and Cirac 2006)

Issue: wavefunction norm decay

1 − 2ϵ(χ) ≤ n ≤ 1, n = | |Ψ̃T(χ)⟩ |
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Λ = {λ1, ⋯, λχ, λχ+1, ⋯λχ̃}
λ1 ≥ ⋯ ≥ λχ̃ ≥ 0

⋯
⋯

|Ψ( χ̃)⟩
⋯

⋯
|Ψ̃T(χ)⟩

Λ

1 − 2ε( χ̃) ≤ |Ψ̃( χ̃)⟩ ≤ 1
Issue: wavefunction norm decay

Theorem [Verstraete and Cirac, PRB 73, 094423 (2006)]

|Ψ(χ)⟩ − |Ψ̃( χ̃)⟩ ≤ 2ε( χ̃)

|Ψ(χ)⟩ |Ψ̃( χ̃)⟩

ε( χ̃) =
N−1

∑
i=1

εi( χ̃)

εi( χ̃) =
χ

∑
n=χ̃+1

(λ[i]
n )2
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FIG. 4. Wavefunction norm of the MPS as a function of physical circuit depth D (refer to Appendix B) obtained using the
pTEBD algorithm with a fixed MPS bond dimension �: (a) RQC-1D with N = 101, (b) PQC-1D with N = 100, (c) RQC-2D
with Lx = Ly = 12 (i.e., N = 144), and (d) PQC-2D with Lx = Ly = 12 (i.e., N = 144). The open diamonds (squares)
represent the averaged results of the wavefunction norm n⇤ (n) over 10 simulations of the same quantum circuit but with
di↵erent sets of random parameters, evaluated with (without) the wavefunction norm stabilization procedure. Black dashed
lines indicate the norm equals to 1. Here we set g = 0, i.e., no PtSU. Note that the results obtained using the pTEBD algorithm
are almost completely overlapped to each other in this scale.

initions of the physical and compiled circuit depth can
be found in Appendix B. Each simulation is repeated 10
times with di↵erent sets of random parameters to evalu-
ate the average fidelity, denoted as F̄MPS(pTEBD) in the
sequential MPS (pTEBD) simulations. These results are
summarized in Fig. 3.

The simulations for all these four types of quantum cir-
cuits show consistent results: for a given bond dimension
�, the accuracy of the pTEBD simulation is compara-
ble to the sequential MPS simulation. In most cases,
we find that F̄pTEBD ⇡ F̄MPS and F̄pTEBD improves
with an increase in the number g of PtSU steps, while
we observe that the PtSU steps have the opposite e↵ect
in some rare cases. Moreover, in cases with relatively
small � (for example, � = 16 and 64), we notice that
F̄pTEBD significantly increases with applying more PtSU
steps. Since F is highly sensitive to the random param-
eters used in each quantum gate in the quantum circuit,
we also shown its minimum and maximum among the
10 simulations with di↵erent sets of random parameters.
These extremes obtained in the sequential MPS simu-
lations and the pTEBD simulations are consistent with
each other. In some cases [see Fig. 3(b)], the maximum
value obtained in the pTEBD simulation can be larger
than that obtained in the sequential MPS simulation. To
more clearly present the fidelities obtained using these

two algorithms, we also show the results for a quantum
circuit with the same single set of random parameters in
Appendix C.

For the unitary quantum dynamics described by a
quantum circuit with local gates, the quantum entangle-
ment propagates only within a finite range of space after
applying each single layer of gates. Therefore, in the
pTEBD algorithm, ⇤[i�1] and ⇤[i+1] are still expected to
be a good approximation for the environments of each
local two sites i and i + 1, although the canonical form
deviates globally in general. This is probably the reason
for the high precision of the pTEBD algorithm and the
improvement with additional PtSU steps that suppress
the deviation of the canonical form.

2. Numerical stability

After establishing the accuracy of the pTEBD algo-
rithm, let us now demonstrate the crucial role of the
wavefunction norm stabilization procedure introduced
in Sec. III C 2 in maintaining numerical stability during
pTEBD simulations. To this end, we systematically eval-
uate the wavefunction norm in the simulations of 1D (2D)
quantum circuits, containing up to 1000 (100) physical
circuit layers, with and without the wavefunction norm

RQC-1D PQC-1D

RQC-2D PQC-2D

Λ[i](χ) → νiΛ̃[i]( χ̃) νi = [1 − εi( χ̃)]−1/2

(1 − 2ε( χ̃))
N−1

∏
i=1

νi ≤ |Ψ( χ̃)⟩ ≤
N−1

∏
i=1

νiνi

, (1 − 2ε( χ̃))
N−1

∏
i=1

νi ≤ 1 1 ≤
N−1

∏
i=1

νi

i.e., parallel rescaling.
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percomputing systems to address these demanding tasks,
providing a practical way for exploring quantum comput-
ing on large NISQ devices.
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Appendix A: Approaching the canonical form
through the application of PtSU

To measure how an MPS approach its canonical form
with PtSU steps, we first define the distance to the canon-
ical form as

C =
1

2N

NX

i=1

||Ā[i]A[i] � IVi || + ||B[i]B̄[i] � IVi�1 || , (A1)

where || · || represents the Frobenius norm of the ma-
trix. This quantity is zero if and only if an MPS is in
the canonical form. Notice that a similar quantity has
been proposed in a recent study to examine the regaug-
ing of general tensor networks, where the nuclear norm
is considered [42].

We investigate how C changes with the application of
PtSU steps. To closely mimic the actual calculation task,
we prepare the initial MPS as follows: We first construct
a canonicalized random MPS with the bond dimension
�. Each tensor element in this MPS is initialized to a
complex number z = a+ib with a and b chosen randomly
from [�1, 1], and then its canonical form is constructed
with the norm properly normalized to 1. Subsequently,
we truncate all the virtual bonds to �/2, i.e., disregarding
the �/2 smallest elements in each ⇤[i], and renormalize
the wavefunction norm to 1. We then perform PtSU steps
on this MPS and calculate C after each PtSU step. The
results are summarized in Fig. 7. Here, we fix N = 24
and examine the cases of � = 32, 128, 256 and 512.

In Fig. 7, we observe that C rapidly and monotonically
decreases with PtSU steps, especially at the beginning of
several PtSU steps. Additionally, it more rapidly attains

0 1 2 3 4 5 6 7 8 9 10
PtSU step

10�3

10�2

10�1

100

C/
C 0

� : 32 ! 16

� : 128 ! 64

� : 256 ! 128

� : 512 ! 256

FIG. 7. Seim-log plot of C normalized by the initial value C0

as a function of PtSU steps. The initial MPS is prepared by
parallelly truncating all the virtual bonds of a canonicalized
random MPS to half of the bond dimension and manually
normalizing the norm of the resulting MPS to 1. The results
are averaged over 1000 initial MPSs with di↵erent sets of ran-
dom parameters.

the canonical form in the case of a larger bond dimen-
sion. This implies that we can drive the MPS closer to
the canonical form by appending a few PtSU steps after
parallel truncation.

Appendix B: Details of the quantum circuits
adopted in the benchmarking simulations

To benchmark the pTEBD algorithm, we select ran-
dom quantum circuits (RQCs) and parametrized quan-
tum circuits (PQCs), the latter being commonly used in
variational quantum algorithms, as the simulation tasks.
RQCs have been widely employed in benchmarking NISQ
devices [1, 43] and quantum computing simulators [15].
PQCs, being more featured circuits, can reflect the prac-
tical performance of devices and simulators for more real-
istic computational tasks. Therefore, these benchmarks
allow for a thorough evaluation of the pTEBD algo-
rithm’s performance in the most realistic and represen-
tative cases. In this Appendix, we provide explanations
for the construction of these quantum circuits. More de-
tailed features and applications of these quantum circuits
can be found in the corresponding references cited below.

C =
1

2L

N

∑
i=1

( Ā[i]A[i] − I
F

+ B[i]B̄[i] − I
F)

Equivalence between belief propagation and trivial simple update [R. Alkabetz and I. Arad, Phys. Rev. Research 3, 023073 (2021)]
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FIG. 2. Illustration of the pTEBD algorithm for a quantum circuit simulation. Starting from an MPS in (a), which is
allowed to be slightly deviated from the canonical form, the state is evolved using the standard TEBD procedure but with all
gates in the same layer treated parallelly in (b), and then truncate the state using the IPMC (see Sec. III E) in (c) to update
the MPS, which is subsequently used to simulate the quantum circuit with the next layer of gates. A possible realization
of the distribution of dates to each MPI process Pl and the data transfer among MPI processes in the pTEBD algorithm is
schematically shown in (d). As multiple PtSU steps may be executed in the IPMC, the data transfer is consequently required
several times, as indicated here simply by two arrows pointing forward and backward between neighboring MPI processes.
Note also that single-qubit gates can be treated exactly without increasing the bond dimension by any MPS-based simulations,
including the pTEBD algorithm.

number of parallel tSU steps can converge an arbitrary
MPS to its canonical form, and then we discuss how it
approaches the canonical form with fewer operations.

Similar to the TEBD algorithm, which is exactly par-
allelizable in the case of no truncation [25], we can define
a single parallel trivial simple update (PtSU) step as ap-
plying tSU on all the odd MPS bonds and then on all the
even MPS bonds. First, we prove the convergency of an
MPS to its canonical form through PtSU steps with the
following theorem.

Theorem 3. For an MPS with N sites, at most N
2

(N�1
2 ) PtSU steps are required to convert it to its canon-

ical form when N is even (odd).

Proof. Before presenting the proof, let us first introduce
an equivalent definition of the canonical form. We define
the following left tensor L[i] and right tensor R[i] for bond
i, respectively:

L[i]�1···�i ⌘⇤[0]�[1]�1 · · · ⇤[i�1]�[i]�i (31)

R[i]�i+1···�N ⌘�[i+1]�i+1⇤[i+1] · · · �[N ]�N ⇤[N ] . (32)

Then, an MPS composed of {�[i]�i , ⇤[j]} is in the canoni-
cal form, satisfying the conditions in Eq. (5), is equivalent
to saying that L[i]�1···�i and R[i]�i+1···�N satisfy

X

�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i = IVi (33)

X

�i+1,··· ,�N

R[i]�i+1···�N R̄[i]�i+1···�N = IVi (34)

for 8i 2 [0, N ], where L[0] ⌘ (1) and R[N ] ⌘ (1). The
proof of this equivalence follows from straightforward cal-
culations.

Using this equivalent definition of the canonical form,
we can prove the theorem inductively. As the starting
point, L̄[0]L[0] = (1) = IV0 is trivially satisfied. Then, if
we assume that

P
�1,··· ,�i�1

L̄[i�1]�1···�i�1L[i�1]�1···�i�1 =
IVi�1 is satisfied, one additional tSU on sites i and i + 1
can realize

P
�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i = IVi This is sim-

ply because, after this tSU, ⇤[i�1]�[i]�i = A[i]�i satisfiesP
�i

Ā[i]�iA[i]�i = IVi and thus

X

�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i

=
X

�1,··· ,�i

Ā[i]�iL̄[i�1]�1···�i�1L[i�1]�1···�i�1A[i]�i = IVi .

(35)

At the same time, by definition, any tSU involving
sites in {1, · · · , i} does not change the left tensors
{L[k]�1···�k}i�1

k=0. Therefore, L̄[N�1]L[N�1] = IVN�1 is es-
tablished after N

2 (N�1
2 ) PtSU steps for even (odd) N .

Note that Eq. (33) is satisfied for i = N because of the
wavefunction normalization condition.

Similarly, we can prove that the same PtSU steps also
establish Eq. (34) for 8i 2 [1, N�1]. For i = 0, Eq. (34) is
automatically satisfied because of the wavefunction nor-
malization condition. Finally, since this proof is induc-
tive, it provides an upper bond on how many PtSU steps
are required to restore the canonical form.

pTEBD = Parallel gates applications

+ IPMC

Only neighboring communications !

Parallel bond dimension compression+
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ℱ = ⟨Ψexact |Ψ(χ)⟩
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FIG. 3. Wavefunction fidelity F as a function of physical circuit depth D (refer to Appendix B) obtained using the sequential
MPS algorithm and the pTEBD algorithm with a fixed MPS bond dimension �: (a) RQC-1D with N = 25, (b) PQC-1D with
N = 24, (c) RQC-2D with Lx = 5 and Ly = 5 (i.e., N = 25), and (d) PQC-2D with Lx = 4 and Ly = 6 (i.e., N = 24). The
dashed lines (crosses) represent the average fidelity F̄MPS(pTEBD) over 10 simulations of the same quantum circuit but with
di↵erent sets of random parameters obtained using the sequential MPS (pTEBD) algorithm. The shades (bars) indicate the
minimal and maximal fidelities among these 10 simulations using the sequential MPS (pTEBD) algorithm. The color intensities
of crosses and bars represent the pTEBD results with g = 0, 1, and 2 (from light to dark).

B. Accuracy, numerical stability, and performance
of pTEBD

To comprehensively benchmark the accuracy, numeri-
cal stability, and performance of the pTEBD algorithm,
we perform intensive simulations of typical 1D and 2D
quantum circuits and compare the results with those
obtained by sequential MPS simulations. For this pur-
pose, we consider both random quantum circuits (RQCs)
on 1D and 2D qubit arrays (RQC-1D and RQC-2D, re-
spectively) and parametrized quantum circuits (PQCs),
which are widely adopted in the variational quantum
eigensolver (VQE) [39], on 1D and 2D qubit arrays
(PQC-1D and PQC-2D, respectively). These four types
of quantum circuits cover representative cases, provid-
ing concrete demonstrations for the practical feasibility
of the pTEBD algorithm. The details of each circuit are
described in Appendix B. Note also that in the sequen-
tial algorithm [7], an MPS is always in the canonical form

and normalized to one, which is generally not the case in
the pTEBD algorithm.

1. Accuracy

First of all, we assess the simulation accuracy of the
pTEBD algorithm and demonstrate its ability to achieve
precision comparable to that of the sequential MPS algo-
rithm described in Ref. [7]. Here, the simulation precision
is determined by the wavefunction fidelity

F = |h exact| (�)i| , (37)

where | exacti represents the state obtained by the exact
simulation and | (�)i is the state obtained using an MPS
with the fixed bond dimension �. We perform the simu-
lations for quantum circuits with up to 100 (60) physical
circuit layers, i.e., before recompiling a quantum circuit
to fit an MPS 1D path, in the 1D (2D) cases. The def-

ℱpTEBD ∼ ℱSeqMPS



pTEBD: Parallel performance

[R.-Y. Sun, T. Shirakawa, S. Yunoki, arXiv:2312.02667 (2023)]

Perfect 
weak scaling

11

100

102

T
im

e
co

st
[s

]
/

D
ep

th
s

(a)

� = 128

� = 256

� = 512

(b)

� = 128

� = 256

� = 512

100 200 400 600 800 1000
N

10�1

100

101

102

T
im

e
co

st
[s

]
/

D
ep

th
s

(c)

� = 128

� = 256

� = 512

100 200 400 600 800 1000
N

(d)

� = 128

� = 256

� = 512

FIG. 5. Elapsed time per circuit layer (averaged over 10 simulations with di↵erent sets of random parameters) versus the
system size N (Lx = Ly in 2D cases) obtained using the sequential MPS algorithm (open circles) and the pTEBD algorithm
(crosses) with a fixed MPS bond dimension �: (a) RQC-1D with 300 physical circuit layers, (b) PQC-1D with 300 physical
circuit layers, (c) RQC-2D with 100 physical circuit layers, and (d) PQC-2D with 100 physical circuit layers. Note that the
number of circuit layers in (c) and (d) is the total number of layers of the quantum circuit after recompiling it to fit an MPS
1D path, i.e., the compiled circuit depth (for more details, see Appendix B). We set g = 0 for the pTEBD simulations.

stabilization procedure. The results are summarized in
Fig. 4.

In cases without the wavefunction norm stabilization
procedure (see open squares in Fig. 4), the wavefunc-
tion norm monotonically and exponentially decays with
increasing D. While it slightly increases with the bond
dimension �, a tiny value, as small as 10�14, is reached
after simulating a quantum circuit with around 200 and
20 physical circuit layers both in 1D and 2D cases, respec-
tively. This indicates that a renormalization procedure,
involving sequential calculations and thus breaking the
real-space parallelism, must be employed to prevent the
exponentially decaying wavefunction norm and stabilize
the simulation.

In sharp contrast, in cases with the wavefunction norm
stabilization procedure (see open diamonds in Fig. 4),
the wavefunction norm consistently remains close to
one, resisting decay with increasing D, even when � is
small. This demonstrates that, in the simulation of uni-
tary quantum dynamics, the numerical stability of the
pTEBD algorithm can be maintained by the IPMC, par-
ticularly the wavefunction norm stabilization procedure,
even though the MPS deviates from its canonical form.
Hence, no sequential procedure is required throughout
the entire pTEBD simulation, implying the achievement
of scalability, i.e., perfect weak scaling, as will be exam-

ined in the next section.

3. Performance

Finally, let us assess the performance of the pTEBD
algorithm from two perspectives. On the one hand, we
examine the simulation elapsed time per circuit layer,
which is defined as the total simulation elapsed time di-
vided by compiled circuit depth (for more details, see
Appendix B), versus the system size N , evaluating its
performance in weak scaling. On the other hand, we
compare the elapsed time required to achieve a given sim-
ulation precision, measured by wavefunction fidelity F ,
in both sequential MPS and pTEBD simulations.

As illustrated in Fig. 5, for a fixed bond dimension �,
the pTEBD algorithm consistently exhibits nearly con-
stant simulation times for quantum circuits with vari-
ous system sizes, achieving excellent weak scaling perfor-
mance. This is attributed to the absence of any real-space
sequential procedures and the lack of a need for global
data communication in the pTEBD algorithm [also see
Fig. 2(d)]. In contrast, the elapsed time per circuit layer
in the sequential MPS algorithm increases linearly with
the system size due to its unavoidable sweep procedure.

It might be more insightful to compare the perfor-
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FIG. 6. Wavefunction fidelity F versus elapsed time obtained using the sequential MPS algorithm (open circles) and the
pTEBD algorithm (crosses) with a fixed physical circuit depth D (refer to Appendix B): (a) RQC-1D with N = 25, (b) PQC-1D
with N = 24, (c) RQC-2D with Lx = Ly = 5 (i.e., N = 25), and (d) PQC-2D with Lx = 4 and Ly = 6 (i.e., N = 24). These
results are averaged over 10 simulations of the same quantum circuit but with di↵erent sets of random parameters. We set
g = 0 for the pTEBD simulations.

mance between these two algorithms by studying their
elapsed time to achieve the same simulation precision, a
measure similarly adopted in a recent study of a 2D ten-
sor network algorithm [40]. This measure demonstrates
the practical speedup of the pTEBD algorithm over its
sequential counterpart. For this purpose, we reinterpret
the fidelity results shown in Fig. 3 and replot these re-
sults as a function of the elapsed time of the simulation in
Fig. 6. Remarkably, in all cases, the pTEBD simulation
reaches the same F in polynomially shorter time (as also
expected from Fig. 5) than the corresponding sequential
MPS simulation, indicating its e�cient utilization of the
parallel computing environment.

V. SUMMARY AND DISCUSSION

In summary, we have proposed an improved parallel
MPS compression method that can accurately compress
the dimensions of all the virtual bonds in a constant time,
regardless of the system size. Simultaneously, it stabilizes
the wavefunction norm of the MPS, converging to a value
around 1 that is bounded from both sides. Although both
the accuracy and the norm stabilization are mathemati-
cally proved under the assumption of the canonical form,
we have demonstrated its feasibility in simulating unitary

quantum dynamics, where the canonical form slightly de-
viates globally. Moreover, we have numerically shown
that the deviated canonical form resulting from the par-
allel truncation procedure can be gradually restored by
appended PtSU steps. Additionally, we have provided a
proof that a su�cient number of PtSU steps can drive
any MPS to its canonical form.

Utilizing the IPMC method, we have proposed a fully
real-space parallelizable pTEBD algorithm for e�ciently
simulating unitary quantum dynamics. Furthermore, we
systematically benchmarked the pTEBD algorithm by
simulating typical 1D and 2D quantum circuits. Our
results demonstrate that the pTEBD algorithm achieves
nearly perfect weak scaling performance even for very
deep quantum circuits with hundreds of circuit layers,
Additionally, it achieves the same simulation precision
in polynomially shorter time compared to the sequential
MPS algorithm.

While existing MPS-based quantum computing simu-
lation methods have been recognized as highly e�cient
for simulating NISQ devices, their applications to quan-
tum circuits with hundreds of qubits and circuit layers
remains challenging due to the inherent limitation of lin-
ear time complexity with the system size. In contrast,
the pTEBD algorithm proposed in this study can harness
the abundant computing resources o↵ered by current su-
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Summary
Development of tensor network method for parallel computer

- Keeping canonical gauge structure is crucial and difficult point in 
parallelization.

- Partial gauge fixing by parallel trivial simple update (PtSU) may be useful.
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FIG. 2. Illustration of the pTEBD algorithm for a quantum circuit simulation. Starting from an MPS in (a), which is
allowed to be slightly deviated from the canonical form, the state is evolved using the standard TEBD procedure but with all
gates in the same layer treated parallelly in (b), and then truncate the state using the IPMC (see Sec. III E) in (c) to update
the MPS, which is subsequently used to simulate the quantum circuit with the next layer of gates. A possible realization
of the distribution of dates to each MPI process Pl and the data transfer among MPI processes in the pTEBD algorithm is
schematically shown in (d). As multiple PtSU steps may be executed in the IPMC, the data transfer is consequently required
several times, as indicated here simply by two arrows pointing forward and backward between neighboring MPI processes.
Note also that single-qubit gates can be treated exactly without increasing the bond dimension by any MPS-based simulations,
including the pTEBD algorithm.

number of parallel tSU steps can converge an arbitrary
MPS to its canonical form, and then we discuss how it
approaches the canonical form with fewer operations.

Similar to the TEBD algorithm, which is exactly par-
allelizable in the case of no truncation [25], we can define
a single parallel trivial simple update (PtSU) step as ap-
plying tSU on all the odd MPS bonds and then on all the
even MPS bonds. First, we prove the convergency of an
MPS to its canonical form through PtSU steps with the
following theorem.

Theorem 3. For an MPS with N sites, at most N
2

(N�1
2 ) PtSU steps are required to convert it to its canon-

ical form when N is even (odd).

Proof. Before presenting the proof, let us first introduce
an equivalent definition of the canonical form. We define
the following left tensor L[i] and right tensor R[i] for bond
i, respectively:

L[i]�1···�i ⌘⇤[0]�[1]�1 · · · ⇤[i�1]�[i]�i (31)

R[i]�i+1···�N ⌘�[i+1]�i+1⇤[i+1] · · · �[N ]�N ⇤[N ] . (32)

Then, an MPS composed of {�[i]�i , ⇤[j]} is in the canoni-
cal form, satisfying the conditions in Eq. (5), is equivalent
to saying that L[i]�1···�i and R[i]�i+1···�N satisfy

X

�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i = IVi (33)

X

�i+1,··· ,�N

R[i]�i+1···�N R̄[i]�i+1···�N = IVi (34)

for 8i 2 [0, N ], where L[0] ⌘ (1) and R[N ] ⌘ (1). The
proof of this equivalence follows from straightforward cal-
culations.

Using this equivalent definition of the canonical form,
we can prove the theorem inductively. As the starting
point, L̄[0]L[0] = (1) = IV0 is trivially satisfied. Then, if
we assume that

P
�1,··· ,�i�1

L̄[i�1]�1···�i�1L[i�1]�1···�i�1 =
IVi�1 is satisfied, one additional tSU on sites i and i + 1
can realize

P
�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i = IVi This is sim-

ply because, after this tSU, ⇤[i�1]�[i]�i = A[i]�i satisfiesP
�i

Ā[i]�iA[i]�i = IVi and thus

X

�1,··· ,�i

L̄[i]�1···�iL[i]�1···�i

=
X

�1,··· ,�i

Ā[i]�iL̄[i�1]�1···�i�1L[i�1]�1···�i�1A[i]�i = IVi .

(35)

At the same time, by definition, any tSU involving
sites in {1, · · · , i} does not change the left tensors
{L[k]�1···�k}i�1

k=0. Therefore, L̄[N�1]L[N�1] = IVN�1 is es-
tablished after N

2 (N�1
2 ) PtSU steps for even (odd) N .

Note that Eq. (33) is satisfied for i = N because of the
wavefunction normalization condition.

Similarly, we can prove that the same PtSU steps also
establish Eq. (34) for 8i 2 [1, N�1]. For i = 0, Eq. (34) is
automatically satisfied because of the wavefunction nor-
malization condition. Finally, since this proof is induc-
tive, it provides an upper bond on how many PtSU steps
are required to restore the canonical form.

- We introduced a scheme to improve the performance of parallel TEBD: 
improved parallel MPS compression (IPMC).

[R.-Y. Sun, T. Shirakawa, S. Yunoki, arXiv:2312.02667 (2023)]
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